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ABSTRACT: While rotary molecular switches based on
neutral and cationic organic π-systems have been reported, struc-
turally homologous anionic switches providing complementary
properties have not been prepared so far. Here we report the
design and preparation of a molecular switch mimicking the
anionic p-HBDI chromophore of the green fluorescent protein.
The investigation of the mechanism and dynamics of the E/Z
switching function is carried out both computationally and experi-
mentally. The data consistently support axial rotary motion occur-
ring on a sub-picosecond time scale. Transient spectroscopy and
trajectory simulations show that the nonadiabatic decay process occurs in the vicinity of a conical intersection (CInt) between a charge
transfer state and a covalent/diradical state. Comparison of our anionic p-HBDI-like switch with the previously reported cationic
N-alkyl indanylidene pyrrolinium switch mimicking visual pigments reveals that these similar systems translocate, upon vertical
excitation, a similar net charge in the same axial direction.

■ INTRODUCTION

The conversion of light energy into molecular motion is at the
basis of the development of light-driven molecular devices such
as molecular switches and motors.1,2 Among these systems,
single-molecule rotary devices are capable of funneling the
energy of a photon into double bond isomerization modes and
setting a rotor moiety in motion with respect to a stator frame-
work.3 Such a functionality has been employed in a number of
prototype applications showing that it is possible to control ion
complexation,4,5 catalysis,6 folding/unfolding of oligopeptides,7

and other properties.8−11

While most of the above applications employed unnatural chro-
mophores such as azobenzene, stilbene, and imine derivatives,
during the past years, we have shown that mimicking closely the
photoisomerization of biological chromophores represents a viable
strategy for achieving alternative light-driven rotary devices. In-
deed, we have reported the synthesis of several positively charged
N-alkylated or N-protonated indanylidene pyrroline Schiff bases
(NAIPs and NHIPs, respectively).12−18 These (see Scheme 1, left)
are biomimetic structures which replicate the reactivity of the

retinal chromophore of visual pigments. For instance, NAIPs (in the
following, we use NAIP to refer, in general terms, to both NAIP
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Scheme 1. Molecular Framework of the Cationic Retinal
Protonated Schiff Base Mimics MeO-NAIP (R = R′ = CH3)
and MeO-NHIP (R = H, R′ = CH3) Compared with the
Molecular Framework of the GFP Fluorophore p-HBDI
Aniona

aThe moiety of dMe-MeO-NAIP with R = CH3, R′ = H is also
discussed in the next sections.
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and NHIP) have been shown to undergo a regioselective sub-
picosecond double bond photoisomerization similar to that
observed for the protein embedded chromophore of animal
and microbial rhodopsins.13,14,16,17 Due to their cationic nature,
NAIPs provide opportunities for achieving systems with reposi-
tioning or rotating positively charged rotors with promising
applications in materials science, synthetic biology, and nano-
technology.19,20

In spite of the results described above, it was not obvious
until now that a biomimetic strategy could be successfully
employed for achieving rotary devices beyond the current
biological mimics. In the present report, we show that this is
indeed the case by preparing a novel light driven switch bearing
a negatively charged, rather than neutral or positively charged, rotor.
More specifically, our biomimetic strategy has been reemployed to
design and prepare a molecular switch mimicking the radiationless
photoisomerization of the green fluorescent protein (GFP) fluoro-
phore: the para-4-hydroxybenzylidene-2,3-dimethylimidazolinone
(p-HBDI) anion (see Scheme 1, right).
GFP, originally from the jellyfish Aequorea victoria, can be

readily expressed in a range of other organisms from microbes
to mammals,21 and it is widely used as a genetically encodable
fluorescent probe due to its high fluorescence quantum yield,
relatively small size, and spectroscopic features which can be
tuned via mutation.22 The p-HBDI fluorophore of GFP is
hosted in a tight β-barrel cavity, which locks its central double
bond and the adjacent single bond, yielding a photochemically
nonreactive molecule and, consequently, an efficient emit-
ter.21,23,24 This conclusion is supported by the extreme loss of
fluorescence displayed by p-HBDI in solution.25 In fact, it has
been shown both computationally26 and experimentally27 (both
in isolated conditions28 and in solution29) that a rapid twisting
of the p-HBDI central bond30 leads to radiationless deacti-
vation via decay at a conical intersection between the first singlet
excited state (S1) and the ground state (S0) of the molecule.

31

The behavior described above has prompted us to look for
p-HBDI mimics which could undergo the type of regioselective
double bond isomerization required for the construction of
rotary switches and motors but that, at the same time, could be

efficiently prepared. Accordingly, we report on the computa-
tional design, preparation, and spectroscopic characterization of
a synthetic p-HBDI mimic featuring a single exocyclic and photo-
isomerizable double bond connecting two rigid units. We show
that the new switch not only offers features complementary to
NAIPs (e.g., it is negatively rather than positively charged) but can
also be prepared more efficiently, which is highly beneficial for its
future applications.

■ RESULTS AND DISCUSSION

Design and Modeling. Only few studies pointed to the
development of molecular switching functions based on p-HBDI
mimics. Specific mutations of GFP or GFP-like proteins yielded
chromophores capable of undergoing E/Z isomerization, making
the protein fluorescence switchable via irradiation at specific wave-
lengths.32 A synthetic p-HBDI mimicking switch has been pro-
posed by Sampedro and co-workers;33,34 however, its rotor is con-
formationally flexible due to the conservation of the exocyclic single
bond present in the native p-HBDI framework (see Scheme 1) and
does not contain the phenolic group needed to generate the corre-
sponding anion. In order to design a p-HBDI-like framework with
locked stator and rotor orientations, we decided to restrain the
p-HBDI aromatic ring twisting by adding an ethylene (−CH2−
CH2−) bridge to the structure (compare left and right structures in
Figure 1). The bridge would prevent dissipation of the absorbed
photon energy through rotation about the single aryl−alkene bond.
We also decided to replace the imidazolone with a pyrrolidone
moiety mainly to enable a facile synthesis (as detailed below) but
also to enhance the translocation of the indanylidene negative
charge along the molecular framework upon light absorption. This
would facilitate the S1 isomerization (i.e., the spectroscopic state S1
is expected to have charge transfer character and its electronic
structure is dominated by the resonance formula at the bottom
right of Figure 1).
Before describing the synthesis and kinetic characterization

(next subsection) of the anionic p-HBDI-like switch (from now
on, “p-HBDI-like” will refer exclusively to the anionic form), it
is useful to analyze its intrinsic (i.e., gas-phase) spectroscopy and
reactivity computationally. Since the switch is designed to work

Figure 1. Structure of GFP chromophore (left), whose fluorescent anionic form corresponds to an alkyl derivative of p-HBDI, compared with the
structure of the Z isomer of our designed p-HBDI-like switch (right). Both the neutral and anionic forms are displayed. The bonds in blue represent
the points of modification with respect to the native p-HBDI structure.
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in a polar solution environment, we do not deal here with the
possibility of spontaneous electron detachment which may com-
pete with the production of a bound excited state when an anion
is in isolated conditions.35,36 Accordingly, the p-HBDI-like S0 and
S1 potential energy surfaces (PESs) were mapped both via
density functional theory computations employing the REKS and
SI-SA-REKS methods37 and via wave function based computa-
tions employing the CASPT2//CASSCF protocol (see the
Materials and Methods section for details). The S0 equilibrium
structures of the E and Z isomers of the switch are found to exist
in conformations with P and M helicities and pyramidalized
nitrogens, yielding two pairs of enantiomers (i.e., the P,R and
M,S pair and the M,R and P,S pair) in a diastereomeric
relationship with each other. Figure 2 displays the detailed E-P,R

and Z-P,R diastereoisomers featuring P helicity and a R config-
uration of the nitrogen. As changing the N configuration did not
seem to be relevant for studying the double bond isomerization,
the N-inversion process was not investigated.
Figure 3 reports the energies of the located minima and tran-

sition states along schematic S0 and S1 REKS energy profiles as
a function of the C2′−C3′−C1−C7a dihedral angle (see Figure 1
for the numbering) describing the progression along the reaction
coordinate. On the S0 PES, the E-P,R stereoisomer, which is found
to be the lowest in energy, does not feature a stable M,R dia-
stereoisomer possibly because inversion of the pyrrolidone ring

with R nitrogen disfavors the M helicity. However, both Z-P,R and
Z-M,R could be located with the former lying 6.0 kcal/mol above
E-P,R and the latter being 2.1 kcal/mol less stable. These dia-
stereoisomers are connected by a shallow transition state with an
activation barrier of 1.8 kcal/mol controlling the conversion from
M to P leading to a change in helicity.
As shown in Figure 3, when starting from E-P,R, the thermal

E → Z isomerization would directly produce the Z-M,R dia-
stereomer by overcoming a large barrier. Z-M,R is then converted
to Z-P,R via a shallow but distinct transition state. On the other
hand, Z-P,R is connected to the original E-P,R structure through a
second high energy transition state located 26.8 kcal/mol higher.
If the ca. 30 kcal/mol computed E → Z and Z → E activation
barriers are conserved in solution, one would predict a very slow
thermal isomerization at room temperature with the system reaching
the thermal equilibrium only at higher temperatures.
The vertical excitation energies calculated for the most

stable E-P,R and Z-P,R p-HBDI-like diastereomers were obtained
using the SSR-LC-ωPBE/6-31+G*method (see the Materials and
Methods section for details). As shown in Figure 3, these
correspond to 347 nm for E-P,R and 368 nm for Z-P,R, respec-
tively. The difference between these values is suitable for
modulating the photostationary state composition if, again, such
a difference is maintained in solution. Using the SSR-LC-ωPBE/
6-31+G* method, we located two minimum energy conical inter-
sections (MECIs), which correspond to real crossings between
the S1 and S0 PESs. These MECIs lie below the FC points
by 18.9 kcal/mol (MECI270 connecting E-P,R to Z-M,R) and
19.6 kcal/mol (MECI90, connecting Z-P,R to E-P,R). The MECI
geometries are shown in Figure 4A along with the corresponding
branching plane (BP) vectors.
As apparent from Figure 3, the S1 PES near the E-P,R and

Z-P,R Franck−Condon (FC) points is rugged but flat (with
energy barriers below 2.3 kcal/mol). The energy profile shows
only a modest initial relaxation along the bond length
alternation (BLA) displacement inverting skeletal double and
single bonds (the BLA value is calculated as the difference
between the average length of the single bonds and the average
length of the double bonds in the OC2′C3′C1C7a
C7C6C5O framework). In contrast, along the reactive
double bond twisting coordinate (described by the C2′C3′
C1C7a dihedral angle), the flatness of the PES implies a nearly
barrierless double bond twist. However, beyond ca. 40° twisting,
the energy decreases sharply and distinct S1 energy minima (not
shown in Figure 3) are reached at ca. 90° twisting. These minima
are only slightly (ca. 1 kcal/mol) below the corresponding
MECIs, suggesting rapid decay to S0 in spite of the weakly sloped
rather than peaked topography38 of the located MECIs. Such
topography will be further discussed below.
It is noteworthy that the E-P,R conformation is pretwisted

through ca. 10° in the counterclockwise (CCW) sense. This sug-
gests that reaching MECI270 from the E-P,R FC point is expected
to be preferred, which implies a preference for CCW twisting.
However, the flatness of the S1 PES makes this prediction uncertain
and dynamic simulations are needed to prove this conjecture.
The same conjecture applies to Z-P,R that also features a CCW
pretwisted structure prompting the isomerization motion toward
MECI90. Of course, a preferential CCW twisting of both E-P,R and
Z-P,R would accomplish a complete E → Z → E rotation relative
to the E-P,R isomer fueled by the sequential absorption of two
photons. Symmetry considerations lead to the conclusion that the
E-M,S enantiomer of E-P,R would undergo a complete rotation in
the opposite CW direction.

Figure 2. Computed gas-phase S0 equilibrium structures of the
designed p-HBDI-like switch. (A) Comparison between the relative
energy and main geometrical parameters computed at the REKS and
CASSCF (in parentheses) levels for the E (left) and Z (right) isomers
in the P,R configuration: both computational methods yield similar
results. (B) Perspective representation and Newman projections of the
same E-P,R and Z-P,R structures.
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For a reaction occurring through a CInt, the BP vectors play
a role similar to the transition vector at a transition state driving
a thermal reaction.38,39 Thus, the BP analysis provides infor-
mation on the atomic displacements leading away from the
nonadiabatic coupling (i.e., from the MECI structures or from
other nearby intersection seams and avoided crossing points)
and, in turn, on the isomerization mechanism.40−42 The BP
vectors of the two MECIs of the p-HBDI-like switch are found
to correspond, roughly, to the twisting about the exocyclic
double bond and to the BLA mode (X1 and X2 in Figure 4A,
respectively). Interestingly, these are the same BP displace-
ments documented for NAIP molecular switches.42 Such a
similarity is consistent with a recent study42 showing that switches
undergoing a predominantly heterolytic breaking of a π-bond are
likely to have S1/S0 MECI characterized by a twisting/BLA BP as
opposed to the twisting/pyramidalization BP typical of molecules
undergoing a predominantly homolytic π-bond breaking (e.g.,
polyenes). Indeed, the two electronic configurations representing
the intersecting S0 and S1 states of the designed switch have
charge-transfer (CT) closed-shell character and diradical (DIR)
open-shell character, respectively (see Figure 4B). As we will now
discuss, these electronic structures play an important role in
determining the reactivity and S1 dynamics of the system.
To test the possible involvement of triplet states in the switch

photoisomerization, we have searched for minimum energy
crossing points (MECPs) between the ground triplet state (T0)
and the S0 and S1 states. No T0/S1 MECP could be located
within the energy range covered in Figure 3. Two T0/S0 MECPs

were instead located in the proximity of each S1/S0 MECI point.
Although these MECPs lie within 3 kcal/mol and are geo-
metrically (RMSD ca. 0.034−0.036 Å) close to the MECIs, the
S1−S0 energy gap at the position of these MECPs is in the range
of 13 kcal/mol. Taken together, these results suggest that the T0
population is not likely within the energy range achieved in the
experiments, and that S1 → S0 → T0 is unfeasible due to the wide
S1−S0 energy gap at MECPs.
The SI-SA-REKS computations above provide reliable infor-

mation on the PES structure of the bound S1 state driving the
switch photoisomerization.43 However, the simulation of the
dynamics of nonadiabatic processes at the SI-SA-REKS level is
still impractical. For this reason, the gas-phase S1 evolution and
lifetime of the p-HBDI-like switch have been investigated using
scaled-CASSCF semiclassical trajectories.44 These are single
surface-hop trajectories released from the FC point with no initial
kinetic energy (from now on called FC trajectories) and employed
for mechanistic studies of events falling in the sub-picosecond
regime. Generally, there is a good agreement between the geo-
metries, relative energies, and charge distributions of the species
calculated by the SI-SA-REKS and the scaled-CASSCF methods
(see the Supporting Information for more detail); hence, the latter
method can be used in lieu of the former in the dynamics simu-
lations.
The comparison of the S0 equilibrium structures computed at

the CASSCF and SI-SA-REKS levels (see Figure 2) and the com-
parison of the structures of the minima located along the flat
CASPT2//CASSCF minimum energy path (MEP) S1 energy

Figure 3. Schematic S0 (blue) and S1 (red) energy profiles along the isomerization paths of the p-HBDI-like switch. The reaction coordinate
describes the counterclockwise twisting of the pyrrolidone moiety with respect to the indanylidene moiety, and the stream of arrows illustrates two
sequential photochemical isomerization events. The energy profiles are computed at the SI-SA-REKS level of theory. The S0 stationary points are
shown as blue diamonds. The red triangles mark the vertical excitations at the optimized E-P,R and Z-P,R S0 structures (i.e., the Franck−Condon
points). The equilibrium S1 minima are represented by red squares. The optimized MECIs where S0 and S1 energies are degenerate are marked with
red circles. The energy profiles describing the relaxation paths through the MECI points along S1 and S0 are pictorially represented by dashed lines.
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profiles (see Figure 5A and B) and the corresponding SI-SA-REKS
S1 minima of Figure 3 indicate a structural consistency be-
tween the two levels of theory. The energy difference between
the equilibrium E-P,R and Z-P,R forms is also consistent
(6.0 and 6.1 kcal/mol at the SI-SA-REKS and CASPT2//
CASSCF levels, respectively), as it is for the charge distribution
(see Table 1) for the FC structures and structures closest to the
MECIs (indicated as “AC” in both Figure 5 and Table 1). On the
other hand, the CASPT2//CASSCF excitation energies appear
ca. 5 and 7 kcal/mol red-shifted with respect to the SI-SA-REKS
values when using the 6-31G* and 6-31+G* basis sets, res-
pectively, although all levels of theory consistently predict that
the λmax of E-P,R is blue-shifted compared to that of Z-P,R (see
also the next subsection). Such excitation energy differences are
assumed not to affect significantly the mechanistic information
provided by the E-P,R and Z-P,R FC trajectories of Figure 5C.
It is apparent that, consistently with the MEP results of Figure 5A,

the initial S1 dynamics of the p-HBDI-like switch is, in general,
dominated by a stretching relaxation (this is described by the
bond length L defined in Figure 5C) followed by the central
bond twisting relaxation along a flat S1 potential energy region.
Progression along a twisting (i.e., isomerization) coordinate is
best reflected by the evolution of the value of the τ angle (the
τ angle defined in Figure 5B reflects, approximately, the magni-
tude of the overlap between the π-systems of the indanylidene
and pyrrolidone units) rather than the C2′−C3′−C1−C7a dihe-
dral, and it confirms that, for the specific case of the E-P,R and
Z-P,R diastereomers, the rotation proceeds in a CCW direction.

Both diastereomers then reach an avoided crossing (AC) region
in ca. 500 fs and continue their S1 motion without decay to S0.
This suggests that a sub-picosecond decay may occur either via
vibrational excitation or, as we will show below, via a solvent
effect changing the topology of the PES in the decay region (e.g.,
changing an AC into a CInt point). Indeed, as we will document
below, an AC region is also detected in the gas-phase FC tra-
jectory of the homologue MeO-NHIP switch of Scheme 1, while
the corresponding condensed-phase FC trajectories (i.e.,, in a box
of explicit MeOH solvent molecules) have been shown to inter-
cept a region with much smaller S1−S0 energy gap, directly at
a CInt point, on a shorter time scale.13

A different property of the computed S1 trajectories is revealed
by the analysis of the charge translocation along the switch
backbone. This analysis reflects the character of the S1 electronic
structure (i.e., the electronic wave function) in terms of the
weight of CT or DIR resonance Lewis structure/electronic
configuration (see Figure 4B). As displayed in Table 1, it turns
out that (i) at the S0 equilibrium structure (FC) the character of
the S0 wave function is mixed but dominated by the DIR/COV
character (COV stands for covalent; DIR/COV indicates that
the COV character smoothly turns into a DIR character at highly
twisted double bond geometries where a homolytic π-bond
breaking is accomplished); (ii) at the same FC structure the
character of the S1 wave function is mixed and contains both CT
and DIR characters; (iii) after ca. 400 fs dynamics and in a
situation where the twisting double bond is ca. 40° twisted, the S1
electronic configuration dominating the reacting system turns to
be completely DIR. Point iii indicates that the system is moving
along a region of the S1 PES which better correlates with the
S0, rather than S1 wave function at the reactant structure. As we
will detail in a comparative analysis below, such a region also
appears in the MeO-NHIP switches but closer to the AC point,
while a modestly dominating CT character is maintained along
the twisting.
By definition, the CT and DIR character of the S1 wave

function are interchanged at a CInt point.45 Therefore, in order
to provide an explanation for the fact that the p-HBDI-like
switch intercepts an AC rather than a CInt and for the fact
that a large region of the S1 PES has an electronic structure
dominated by a DIR character, we have explored the MECI
topography. As shown in Figure 6, it is found, at all levels of
theory and for both the MECI90° and MECI270°, that the
intersection does not display a peaked topography but a slightly
sloped topography along the X2 vector dominated by the BLA
coordinate. The S1 energy profile correctly displays, for both
E-P,R and Z-P,R, a minimum located slightly lower than the
MECI point, as also found via geometry optimization (see above).
Such a minimum has an electronic structure corresponding to
the DIR character. The stationary point energies of Figure 3, the
energy profiles of Figure 5A and C, and the energy profiles along
X2 in Figure 6A converge in the schematic representation of
Figure 6B which summarizes the computational characterization
of the designed molecule as well as the possible S1 evolution.

Synthesis and Photochemistry. The designed p-HBDI-
like switch was synthesized starting from 5-methoxy-1-indanone.
Following the synthetic route shown in Scheme 2, the starting
material was bismethylated in position C2 to obtain the indanone
1 which was then reacted with N-Boc-pyrrolidinone to obtain 2
through dehydration of the aldol condensation intermediate. The
bis methyl substitution on the C2 of the 5-methoxy-1-indanone
was performed to prevent the possible competition between
the endo and exo cyclic dehydration of the intermediate alcohol.

Figure 4. MECIs of the p-HBDI-like switch. (A) Geometries of the
switch at the intersection connecting the E-P,R and Z-M,R stereo-
isomers (left) and the intersection connecting Z-P,R to E-P,R stereo-
isomers (right). The blue arrows, representing the atomic displace-
ments in the BP vectors of both structures, correspond to double bond
twisting (X1) and BLA (X2) distortions. (B) Lewis resonance struc-
tures dominating the intersecting S0 and S1 wave functions at the
MECIs.
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The methoxy group of 2 was then deprotected with BBr3 to get
the final phenolic compound 3 as an E/Z mixture (8:2). In com-
pound 3, the phenolic group is placed in the para position with
respect to the double bond similarly to p-HBDI fluorophore, while
carbons C2 and C3 (see Figure 1 for the numbering) provide the
conformational locking of the final molecule. In conclusion, 3 was
prepared in only three steps (compared to six required for the
synthesis of the homologue NAIP compound in Scheme 2) and a
total yield of 58% (versus ∼43% for the NAIP).46,14

Compounds 2 and 3 have been characterized by homonuclear
and heteronuclear NMR analysis. In particular, NOE experiments
on both compounds evidence contacts between H-4′ and H-7 for
a dominant form and between H-4′ and H-A for a minor form,

attributed to E and Z configurations, respectively. Moreover, the
chemical structures and the configurations of E-2 and E-3 were
also confirmed by crystallography and reported in Figures S1 and
S2 of the Supporting Information.
The absorption spectrum of E-3 depends significantly on the

pH and the solvent.47 The absorption maxima (λmax) and spectra
of 3 in different solvents and at neutral or strongly basic pH
(i.e., after adding an excess of KOH to generate the target anionic
form of the phenol) are reported in Table 2 and Figure 7.
The neutral form of the E-3 and Z-3 isomers does not display
significant solvatochromism, with λmax values remaining in the
318−320 and 319−324 nm ranges, respectively. By contrast,
the anion corresponding to the designed p-HBDI-like switch not

Table 1. Charge Evolution along the Trajectories of Figure 5Ca

E-P,R charges Z-P,R charges

indanylidene frag.b pyrrolidone frag.b indanylidene frag.b pyrrolidone frag.b

S0 FC −0.62 (−0.56) −0.38 (−0.44) −0.61 (−0.58) −0.39 (−0.42)
S1 FC −0.51 (−0.58) −0.49 (−0.42) −0.51 (−0.58) −0.49 (−0.42)
S1 90 fs −0.50 −0.50 −0.49 −0.51
S1 180 fs −0.52 −0.48 −0.50 −0.50
S1 270 fs −0.51 −0.49 −0.50 −0.50
S1 360 fs −0.56 −0.44 −0.56 −0.44
S1 450 fs −0.73 −0.27 −0.71 −0.29
S1 AC −0.98 [−0.96] −0.02 [−0.04] −0.98 −0.02
S0 360 fs −0.50 −0.50
S0 450 fs −0.31 −0.69
S0 AC −0.07 [−0.05] −0.93 [−0.95]

aWe set the CT character dominating when the indanylidene fragment has charge ≥−0.5 and the COV/DIR character dominating when the
indanylidene fragment has charge <−0.5. bNumbers in parentheses indicate the corresponding values for the REKS optimized structures, and those
in the square brackets, the values corresponding to the optimized MECIs (see Figure 3).

Figure 5. S1 evolution of the p-HBDI-like switch. (A) S1 (red) and S0 (blue) energy profiles computed along the MEP (CASPT2//CASSCF/6-31G*
level with a radius of 0.07 Å·(amu)1/2) starting from both the E-P,R (circles) and Z-P,R (square) FC points and leading to the MECI270 and MECI90,
respectively (see Figure 3). (B) Comparison between the located SI-SA-REKS E-P,R and Z-P,R S1 energy minima of Figure 3 and the structures
located at the center of the two S1 shallow valleys found along the E-P,R and Z-P,R MEPs. The values in parentheses (Å and deg) refer to the
CASSCF geometry. (C) Scaled-CASSCF/6-31G* S1 FC trajectories for E-P,R and Z-P,R. The full circles and full squares refer to the single point
CASPT2/6-31G* computations performed along the unscaled-CASSCF trajectories and used for scaling the CASSCF energy gaps and time scales
(see the Supporting Information for details) given by the full lines. The corresponding open square points refer to the 6-31+G* basis set which does
not seem to have a significant effect on the energy profile in spite of the additional diffuse functions. This is more probably due to the rather
delocalized nature of the anionic charge. The structures along the trajectories provide information on the main geometrical evolution of the isomers
(parameters in Å and deg). The definitions of the angle τ and bond length L are given as insets.
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only features a significant red shift of the λmax values with respect
to the neutral form but also displays solvatochromism. (Notice
that the E-3 anion is a racemic mixture of E-P,R and E-M,S
enantiomers while the Z-3 anion is a racemic mixture of Z-P,R
and Z-M,S enantiomers).
The computed gas-phase p-HBDI-like switch λmax values

(also reported in Table 2) fall either relatively close to the observed
quantities (SI-SA-REKS) or ca. 5 kcal/mol red-shifted (CASPT2//
CASSCF). This may be compared with the NHIP behavior showing
gas-phase λmax values significantly, ca. 10 kcal/mol, red-shifted

with respect to methanol solution. In NHIP, this is explained by
the solvent stabilization of the S0 charge distribution with
respect to the S1 translocated charge distribution. In fact, the
λmax of the close NAIP compound of Scheme 1 (with R = Me)
is computed to be 452 nm (E) and 449 nm (Z) at the
CASPT2//CASSCF level48 and confirmed by a measured gas-
phase value of 447 nm for the Z isomer, while the observed
values in methanol are 377 nm (E) and 385 nm (Z).16 The dif-
ference between NAIP and p-HBDI-like switches can be,
in part, explained by the fact that upon vertical excitation NAIP

Figure 6. Structure of the PES driving p-HBDI-like photoisomerizations. (A) S0 and S1 energy profiles along cross sections corresponding to the X2 vector
of Figure 4A for the located MECIs. SI-SA-REKS (full line), unscaled CASSCF (dotted line), and CASPT2 (dashed line). The locations of the REKS (full
black circle), CASSCF (open black circle), and CASPT2 (open black square) energy minima correspond to avoided crossings (ACs). For the corre-
sponding CInt’s, the corresponding symbols are in red. The insets show the occupation of a stronger occupied active orbital of SSR; the occupation close to
1.0 indicates the COV and/or DIR electronic configuration (see text) which are shaded in blue on the energy profiles; the occupation close to 2.0 indicates
the closed-shell CT electronic configuration shaded in brown. (B) Schematic representation of the structure of the S1 PES driving the photoisomerization
of the switch. The photochemical reaction path for the E-P,R diastereomer is marked with dashed red (S1 relaxation) and blue (S0 relaxation) curves.
The angle τ defined in Figure 5C reflects, approximately, the magnitude of the overlap between the π-systems of the indanylidene and pyrrolidone units.
The BLA displacement is inverting skeletal double and single bonds along the OC2′C3′C1C7aC7C6C5O framework.

Scheme 2. Synthesis of 3 (p-HBDI-Like Compound) and Comparison with NAIP Compoundsa

aReagents: (i) MeI, t-BuOK, t-BuOH, Et2O; (ii) N-Boc-pyrrolidinone, LiHDMS, BF3(Et)2O, THF, TFA; (iii) BBr3, DCM; (iv) di-tert-butyl
dicarbonate, DMAP, TEA, DCM; (v) CH3MgBr, THF; (vi) TFA, DCM; (vii) MeOTf or HCl, benzene.
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displays a 30% charge transfer between the indanylidene and
pyrrolinium moieties15 while Table 1 shows that our p-HBDI-like
switch displays a much weaker ca. 10% charge translocation.
With a smaller charge translocation occurring upon excitation to
S1, the solvent effect is expected to be of a lesser extent. This is
supported by additional TD-DFT calculations performed with
and without PCM solvent environment, which show a ca. 10 nm
solvent induced blue-shift. As we will discuss below, the use of an
explicit solvent model (i.e., a box of methanol molecules des-
cribed at the molecular mechanics level) predicts, consistently, a

10 and 5 nm solvent induced blue-shift for the E and Z isomers,
respectively.
While it has been reported that the counterions form solvent

separated ion pairs in methanol,16 less separated ion pairs and
other factors may be involved in determining the ca. 30 nm red-
shift observed in the aprotic DMSO or DMF solvents with
respect to methanol. These solvents appear to provide a better
stabilization of S1 with respect to S0 or, alternatively, a lesser stabi-
lization of the S0 with respect to S1 in comparison with protic
solvents (e.g., through formation of solvent−solute adducts).
The photoisomerization of 3 was investigated by irradiation

in a Pyrex NMR tube at room temperature (ca. 5.0 mg in
0.5 mL of CD3OD or DMSO-d6) at three different wavelengths
across the absorption bands for each solvent in neutral or anionic
form. The isomer composition of the corresponding photo-
stationary states is given in Table 3 and was determined using

1H NMR spectroscopy by computing the area ratio of the signal
attributable to H-7. Distinct photostationary states were reached
upon irradiation at different wavelengths, demonstrating that it is
possible to modulate the isomeric equilibrium in line with the
differences in λmax of the two forms.
After irradiation, the resulting mixtures were stored at room

temperature in the dark for a few days without displaying a sig-
nificant change in composition. In line with the ca. 30 kcal/mol S0
energy barriers computed for double bond isomerization (see
Figure 3), the lack of thermal return indicates that the energy
barrier for S0 (i.e., thermal) Z/E isomerization is high enough to
restrain such a process at room temperature. Conversely, upon
heating at 100 °C for 24 h in DMSO-d6, pure E-3 (isolated by
flash chromatography) and E/Z mixtures of 3 in both the neutral
and anionic forms yielded an E/Z ratio of 1/0.1. Under these
conditions, no decomposition was observed, confirming the com-
pound chemical stability.
In the absence of thermal isomerization and photodegradation,

the relative concentrations [E]/[Z] of both isomers in the PSSs
at a given illumination wavelength are only controlled by the
relative excitation probabilities (given by the extinction coefficients
εE and εZ) and the photoisomerization quantum yields (QYs, ηEtoZ
and ηZtoE) of both isomers at this wavelength. More precisely,

Table 2. λmax Value of the E-3 and Z-3 Neutral and Anionic
Forms in Different Solvents

E-3 (nm) Z-3 (nm)

solvent (dipole moment) neutral anionica neutral anionica

water (1.85) 319 348 321 351

methanol (1.70) 320 351 324 359

ethanol (1.69) 320 356 322 360

DMSO (3.96) 320 381 322 386

DMF (3.82) 318 383 319 386

gas phase (computed) 347 (384)b 368 (402)b

methanol (computed)c 375 397
aGenerated by addition of KOH to the neutral solutions. bSI-SA-REKS
and CASPT2//CASSCF (in brackets) values. cCASPT2//CASSCF/
6-31G*/AMBER computations (see last subsection).

Figure 7. UV−vis absorption spectra of E-3 and Z-3. The anionic forms
are obtained by addition of KOH. (A) Methanol solution. (B) DMSO
solution. While the S0 to S1 absorption spectrum of the neutral form is
structured, that of the anionic form is not. We argue that this could
result from the much stronger interaction of the anionic form with polar
solvents. The enhanced solute−solvent interaction would damp the
observed structure because of enhanced inhomogeneous broadening.

Table 3. Analysis of the Photostationary States Composition
of the Neutral and Anionic Forms of 3 in Methanol and
DMSO, at Different Irradiation Wavelengths

irradiation λmax (nm) solvent
E/Z composition

(±0.1) εE/εZ
b ηZtoE/ηEtoZ

c

Neutral Form

290 CD3OD 1/1.40 1/0.68 1/0.95

290 DMSO-d6 1/1.35 1/0.71 1/0.96

320 CD3OD 1/1.07 1/0.73 1/0.78

320 DMSO-d6 1/1.05 1/0.75 1/0.79

360 CD3OD 1/0.19 1/4.6 1/0.87

360 DMSO-d6 1/0.21 1/3.1 1/0.66

Anionic Forma

320 CD3OD 1/1.48 1/0.57 1/0.84

350 DMSO-d6 1/1.35 1/0.55 1/0.74

350 CD3OD 1/1.29 1/0.68 1/0.88

380 DMSO-d6 1/1.32 1/0.69 1/0.91

410 CD3OD 1/0.11 1/5.3 1/0.58

440 DMSO-d6 1/0.10 1/5.3 1/0.53
aGenerated by addition of a drop of 40% NaOD in D2O.

bE/Z ratio of
the extinction coefficients ε given in Figure 7. cRatio of the photo-
isomerization yields calculated as a product of the E/Z composition of
the PSSs by the E/Z ratio of the extinction coefficients (see text).
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from the spectra displayed in Figure 7 and the PSS E/Z compo-
sitions given in Table 3, we can infer the ratio of QYs of both
isomers as ηZtoE/ηEtoZ = [E]/[Z] × (εE/εZ) also reported in Table 3.
This reveals that, for both anion and neutral forms, in MeOH
or DMSO, the QYs of both isomers differ by no more than 20%
when illuminating at the maximum or high energy side of the
absorption spectra. Upon illumination in the red most part of the
spectra where the extinction coefficients are much weaker, the QY
ratio become inaccurate but remains similar to at most a 50%
difference between both isomer QYs. Then, we conclude that the
PSS compositions are essentially determined by the relative extinc-
tion coefficients of both isomers. This explains why the Z isomer
cannot be accumulated as much as the E isomer, since there is no
wavelength where Z has a significantly weaker absorption than E.
The absolute photoisomerization quantum yield of the

E isomer of the neutral compound in methanol was determined
to be 0.19, by HPLC analysis upon irradiation at 315 nm. For
the anionic E-3 compound, a quantum yield of 0.16 was deter-
mined by spectrophotometric analysis upon 350 nm irradiation.
See the Materials and Methods for details. According to Table 3,
the Z isomers have similar or slightly higher (by ∼20%) photo-
isomerization quantum yields. These values are in the same range
as or slightly lower than those of the cationic MeO-NAIP (see
Scheme 1: R = R′ = CH3), which were reported to be 0.34 and 0.19
for the E and Z isomers, respectively,15 or of E-dMe-MeO-NAIP
(see Scheme 1: R = CH3, R′ = H), reported to be 0.25.14

Photoisomerization Dynamics. The computational inves-
tigation of the p-HBDI-like switch indicates that the system may
undergo light induced isomerization on a sub-picosecond time
scale in solution and at room temperature. The synthesis of 3
allowed for an experimental verification of the energy landscape
and dynamics summarized in Figure 6B. Accordingly, a methanol
solution of pure E-3 (that is containing <3% of Z-3) with an
excess of KOH generating the anionic form was investigated by
femtosecond transient absorption (TA) spectroscopy in two dis-
tinct experiments allowing photoexcitation at two different wave-
lengths (see the Materials and Methods). First, a 350 nm femto-
second pump, tuned at the S0 to S1 absorption maximum, was
used to excite the system. Second, a 400 nm pump was used to
prepare the system in a different Franck−Condon state mini-
mizing the initial excess of vibrational energy in S1. Both experi-
ments deliver very similar TA data, and Figure 8 displays an

overview of the data obtained upon 350 nm excitation in the
form of a 2D map (the same 2D map obtained upon 400 nm
excitation is disclosed in Figure S3). Ground state bleach (GSB)

is expected as a negative signal (blue coded) at wavelengths
where S0 E-3 absorbs, and is indeed observed at probing wave-
lengths shorter than 375 nm. S1 signatures are observed at early
times and are composed of (i) an excited state absorption (ESA)
which partially overlaps with the GSB and appears as a positive
signal (red coded) in the range 375−440 nm and (ii) a stimu-
lated emission (SE) band appearing as a negative signal (blue to
violet) at wavelengths >440 nm. Within the first 1 ps, the early
SE and ESA signatures have decayed, to reveal a longer lived
(positive, yellow) band centered at 400 nm which further decays
and spectrally narrows on the ps time scale to eventually form
the relaxed ground state photoproduct absorption (PA) signa-
ture, as will be clearly identified below.
Figure 9 displays detailed insight into the TA data obtained with

E-3 in methanol upon 350 nm (same data set as in Figure 8) and
400 nm excitations. Parts A and B of Figure 9 compare a selection
of TA spectra recorded in both experiments. The various spectral
signatures introduced above appear very similar in both experi-
ments, with a somewhat broader ESA band, extending about
20 nm further to the red, when a 350 nm excitation pulse is used,
populating higher-lying vibrational levels in the S1 state. In the
175 fs spectra in both experiments, the SE has already decayed
around 450−470 nm, while it has increased at wavelengths
λ > 500−550 nm. This indicates spectral relaxation in the S1 state,
attributed to vibrational and possibly very fast polar solvent
relaxations.49 In the 400 fs spectrum, both SE and ESA have
decayed significantly while the GSB (λ < 375 nm) remains deep
(see in particular Figure 9B). At 1.5 ps, the SE has completely
vanished and the GSB has partially recovered, as best seen in the
400 nm pumped experiment where probing wavelengths extend
further in the UV (Figure 9B). This spectral shape further evolves
on the several ps time scale until a stationary spectrum is observed
(Figure 9C), which overlaps with the difference between the Z-3
and E-3 steady-state absorption spectra. This is the definitive
evidence that the final product is Z-3 (i.e., a racemic Z-P,R +
Z-M,S). Knowing the pure Z-3 and E-3 extinction coefficients
(Figure 7A), the relative intensity of the final difference spectrum
with respect to that of the initial GSB (∼3 mOD at 350 nm, see
Figure 9B) allows us to estimate the E to Z photoisomerization
quantum yield to be ∼0.22. This estimate is however uncertain
due to the overlap of the GSB with the initial strong ESA (i.e., the
initial GSB is possibly larger than 3 mOD). Hence, this value
should be considered as an upper boundary, in agreement with the
reference value of 0.16 obtained by HPLC analysis (see above).
Figure 9D compares a selection of kinetic traces recorded

in the SE spectral window with 350 or 400 nm excitation.
The traces, which are remarkably similar in both experiments,
display a marked (i.e., time-resolved) rise, and the SE signal
maximum is observed at a time delay which increases with
the wavelength, from ∼100 fs at 463 nm to ∼185 fs at 675 nm
(see small vertical arrows in Figure 9D and the more detailed
analysis in Figure S4). Whether this behavior reflects a wave-
length dependence of the SE signal onset or is due to an
overlapping, very short-lived, red to infrared ESA band (as, for
instance, observed in the NAIPs13,17) is uncertain. In any case,
this delayed onset indicates motion/relaxation (or solvation)
away from the FC region on the ∼150 fs time scale. Interestingly,
in the red-most part of the probing window (see the traces at
675 nm), this motion out of the FC region appears somewhat
slower (by ∼50 fs, with an accuracy of ±30 fs) in the 400 nm
pump experiment characterized by a minimal excess of vibrational
energy. Figure 9E displays the ESA, GSB, and PA kinetics at UV
probing wavelengths, a spectral window which is best covered by

Figure 8. False color 2D map of the TA data (ΔA) measured upon
350 nm excitation of the anionic E-3 in methanol, as a function of probe
wavelength (nm) or energy (eV) and pump−probe time delay (ps).
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the experiment performed with the 400 nm pump, even if imper-
fect solvent artifact correction causes spurious residual oscil-
lations in the range from −50 to +50 fs. The 396 nm kinetic trace
is a simultaneous contribution of the overlapping ESA decay and
PA rise and further thermalization. At 372 nm, the decay of
the (positive) ESA signal within ∼400 fs reveals the underlying
(negative) GSB, while, at 350 nm, the signal remains nearly
constant over the first 500 fs, most likely as a result of the
compensating time evolutions of both ESA and GSB overlapping
at this wavelength.
Quantitative analysis of TA data is commonly done by global

fitting, which assumes that spectral (λ) and time (t) variables
are separable50 and is therefore ideally suited to recover expo-
nentially decaying populations characterized by time-independ-
ent (i.e., vibrationally relaxed) spectra. In the present case of
dynamic spectral shifts, as illustrated above, this assumption
becomes questionable and the decay kinetics may deviate,
especially at early times, from the multiexponential decay
expected from a rate equation modeling of population kinetics.
To account for that, we use as a fitting function the sum of a
multiexponential decay and of a Gaussian function of standard
deviation σ, centered on the time origin, a priori accounting for
the instrument response function (see details in the Supporting
Information). In the general case, the amplitude of that Gaussian
function would account for a nonresolved kinetics (in which
case the detected time evolution is indeed that of the IRF).
Here, it may also account for the wavelength dependence of
the signal onset due, e.g., to dynamic spectral shifts, in which
case the parameter σ is no longer solely related to the experi-
mental time resolution. This choice of fitting function is a
practical way to significantly improve the quality of the fitting
at early times, and therefore also at later times due to the inter-
dependence of the time scales extracted from multiexponential
global fitting.
The result of this global fitting of the 350 nm pumped TA

data (see details in the Supporting Information, Figure S5) is
displayed in Figure 10A in the form of a “Gaussian-associated”
spectrum and usual “decay-associated” spectra (DAS). The ampli-

tude of the Gaussian-associated spectrum is low, but still
its positive sign at λ > 475 nm and the value of σ = 65 fs
(corresponding to a Gaussian fwhm of 2.34 × σ ∼ 150 fs) are
accounting for the 150 fs delayed onset of the (negative) SE signal
in that wavelength range. Also, its positive and negative extrema
around 420 and 380 nm, respectively, are in line with an early blue
shift of the (positive) ESA signal on the same time scale, which is
close to the experimental time resolution. Then, the 120 fs DAS
has the same shape as the SE band at λ > 420 nm, and therefore
reveals the decay of the SE signal on this time scale. The positive
sign of the same DAS for λ < 420 nm is in line with the decay of

Figure 9. Selection of TA spectra of E-3 in methanol in excess of KOH, obtained upon 350 nm (see panel A) and 400 nm (see panel B) excitation
wavelengths. (C) Final (>50 ps) TA spectrum obtained upon 400 nm excitation, overlapped with the difference between static Z-3 and E-3 absorption
spectra. (D) Comparison between the kinetic traces observed at a selection of probing wavelengths in the SE band upon 350 and 400 nm excitation.
The arrows indicate the maximum of the SE signal amplitude occurring at later times for increasing probing wavelengths. At the 675 nm probing
wavelength, there is an indication of a 50 fs larger delay in the SE signal rise when exciting at 400 nm as compared to 350 nm. (E) ESA decay kinetics
probed in the UV region upon 400 nm excitation and global fit. The early oscillations observed in the range −50 fs to +50 fs in panels D and E are an
artifact resulting from the imperfect cancellation of the intense solvent signal in the 400 nm pumped experiment (see Figures S3 and S4).

Figure 10. Global analysis of the TA data of E-3 upon 350 nm
excitation. (A) Gaussian-associated and Decay-Associated spectra (see
details in the Supporting Information) (B) The same analysis per-
formed on the λ > 460 nm portion of the data set enables a more
specific characterization of the biexponential decay kinetics of the SE
band.
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the short-wavelength portion of the ESA band which overlaps the
GSB in that spectral window (Figure 8). This very fast SE and
ESA decay is followed by a 400 fs DAS corresponding to the
simultaneous recovery of the GSB (λ < 380 nm) and decay of the
band peaking at 420 nm. We attribute this DAS to a second
excited state decay component. Subsequently, the 3 ps DAS is
attributed to ground state spectral relaxation due to further
vibrational and solvent relaxation, in line with what was already
observed for the NAIP compounds in the same solvent.16,17

The final “infinite”DAS accounts for the long-lived differential spec-
trum already discussed in the 400 nm pumped data, Figure 9C.
The same global analysis is done on the 400 nm data, but time

delays shorter than 50 fs are disregarded to avoid complications
due to spurious solvent artifact in that data set (see details in the
Supporting Information). The result of this global fit is illustrated
by a selection of wavelengths in Figure 9E. The corresponding
DAS (see Figure S6) appear almost identical to Figure 10A, with
two excited state decay components of 100 and 430 fs, followed
by a 2.5 ps vibrational/solvent cooling in the ground state. This
confirms that the excited state dynamics and decay of compound
E-3 is weakly affected by the initial excess of vibrational energy
and therefore suggests that the vibrational modes optically excited
and responsible for the early fast motion out of the FC region are
not immediately coupled to the reaction coordinate responsible
for the S1 decay (e.g., torsion around the isomerizing bond).
As computationally documented above, this initial motion is domi-
nated by a stretching relaxation (BLA mode), like in other isom-
erizing systems including NAIPs51 and rhodopsins.44 This relaxation
unlocks the torsion motion which in turn is induced by the slope of
the S1 potential surface, shown to be rather flat for E-3 (Figure 5).
p-HBDI-Like versus NAIP Isomerization Mechanisms.

Figure 11 compares the room temperature kinetic traces recorded

upon 400 nm excitation for E-3, E-dMe-MeO-NAIP14 (see
Scheme 1: R = CH3, R′ = H), and E- and Z-MeO-NAIP13 (R =
R′ = CH3) in methanol solutions, at wavelengths representative of
the SE decay kinetics. Table 4 compares the excited state lifetimes
of the same four compounds. The SE decay kinetics of anionic E-3
(black trace) appears qualitatively similar to that of the cationic
E-dMe-MeO-NAIP (red trace, see the TA 2D map in Figure S7A).

For both compounds, the SE signal is seen to increase until
100−160 fs, where it reaches its maximum amplitude. After the
maximum, both kinetics are correctly fitted with a biexponential
function. For E-dMe-MeO-NAIP, the dominating (85%) decay
component is 300 fs and the second SE decay time is 0.9 ps, while
the ESA decays with a 350 fs decay time, similar to the first
component of the SE (see fits in Figure S7B).
In the case of both E and Z isomers of the cationic MeO-

NAIP (R = CH3, R′ = CH3), the negative SE signal measured at
550 nm is instead seen to rise instantaneously (i.e., within an
experimental time resolution of ∼80 fs in these experiments,
see blue and green traces in Figure 11). This is in line with the
results of fluorescence up-conversion experiments performed
on the Z isomer (ref 16) and revealing a biphasic decay with
a <40 fs time scale indicative of a dynamic Stokes shift due to
fast motion out of the FC on this time scale. Also, the photo-
reactivity of MeO-NAIP is characterized by the peculiar vibra-
tionally coherent motion (see ref 13) of an S1 population which
decays after about 200 fs, resulting in the impulsive onset of the
photoproduct absorption (PA) seen in Figure 11. No such
impulsive PA signal is seen in the E-3 nor dMe-MeO-NAIP
compounds. In MeO-NAIP, this positive PA signal overlaps
and masks any putative longer-lived (negative) SE signal and
precludes the biexponential fit analysis of the SE kinetics.
However, a second, 300 fs decay component observed in the
MeO-NAIP fluorescence emission (ref 16) may well correspond
to a subpopulation residing in S1 somewhat longer than the vibra-
tionally coherent population observed to decay to S0 already after
∼200 fs.
Altogether, a biphasic SE or fluorescence decay is observed in

all compounds, with in addition evidence for a biphasic ESA
decay for E-3 with both time constants associated with two
distinct spectral signatures. The spectrally broad, red-shifting,
and short-lived SE band of E-3 resembles that of MeO-NAIP13

even if the relaxation dynamics out of the FC region appears
slower in E-3. However, while in MeO-NAIP this broadband,
short-lived SE signal is followed by the impulsive onset of a red-
detuned photoproduct signature, in E-3 it is followed by the
360−430 fs decay of the 420 nm band, which we attribute to
the ESA of S1 in conformations where SE is instead much weaker
(see the small SE amplitude in the 360 fs DAS, Figure 10). This
longer excited state lifetime and the lack of impulsive photo-
product are instead similar to the case of dMe-MeO-NAIP, where
the SE band is spectrally narrower, does not show such a short
120 fs decay component, and remains detected during the entire
S1 lifetime dominated by a 300−350 fs time constant also char-
acterizing the ESA decay. We therefore conclude that the S1
dynamics of E-3 can possibly be interpreted in two ways:

(i) Sequential scenario: The motion out of the FC rapidly
drives the sytem, within ∼250 fs (∼150 fs spectral shift
followed by 120 fs decay), in a distinct configurational
subspace of S1, where the SE and the UV side of the ESA
band become much weaker, and only the ESA band
centered at 420 nm may be detected. The system sub-
sequently decays to S0 on the 360−430 fs time scale.

(ii) Parallel scenario: Following the early motion out of the FC
region, S1 decays along two distinct pathways (possibly
corresponding to distinct conformations already populated
in the ground state), one on the 120 fs time scale, char-
acterized by a dynamically shifting UV ESA and red SE,
and a second one on the 360 fs time scale characterized by
the 420 nm ESA and weaker SE. The analogy with the

Figure 11. Comparison of the TAS data obtained upon 400 nm
excitation for methanol solutions of E-3, E-dMe-MeO-NAIP, and E- and
Z-MeO-NAIP, at a selection of probing wavelengths (in parentheses)
representative of the SE decay kinetics of each compound. For both
isomers of MeO-NAIP, the rapid SE decay is followed by the impulsive
rise of the photoproduct absorption (PA). For the E-3 kinetic trace
(black), the very short-lived positive dip around 0 ps is a residual of a
solvent-induced signal, not a signature of E-3 dynamics.
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case of the NAIP compounds where such a very fast S1
decay channel results in an impulsive red-detuned photo-
product signature which is not observed here lends credence
to the first, sequential scenario.

To rationalize the above comparison between different switches,
it is useful to consider the intrinsic structure of their S1 PESs. This
can be done by comparing the three PES elements: the S1 MEP,
the S1 FC trajectory, and the energy profiles along a BLA scan
given in Figure 5A, Figure 5C, and Figure 6A, respectively, for
p-HBDI-like (E-3 and Z-3). The corresponding data for MeO-
NAIP are instead given in Figure 12. For both switches, the initial
motion out of the FC point is initially driven by stretching modes
(see initial structures in Figures 5C and 12A which document
the L expansion) in line with the dashed red line in Figure 6B
running, initially, along the “BLA” coordinate. In p-HBDI-like, this
is followed by slow relaxation along a long energy plateau (this
is evident in both the MEP of Figure 5A and the trajectory of
Figure 5C) until torsional deformations reach ∼40° schematically
depicted as the borderline between the brown (CT wave function)
and light-blue (COV/DIR wave function) regions (Figure 6B).

The same scenario holds for MeO-NAIP switches where the
motion out of the FC region is observed both in the SE and ESA
signatures13,17 and it is predicted to occur on a flat but much
shorter PES region (see the trajectories in Figure 12A as well as the
comparison between the MEP S1 energy profile in Figure 12B).16

In fact, MeO-NAIP mimics retinal proteins where a very fast
fluorescence relaxation occurs.52−54

As evident from the energy profiles in Figure 12B, the dif-
ferences in the extension and slope of the S1 plateau indicate
that this represents the main cause for the shorter excited-state
lifetime of MeO-NAIP (∼200 fs in methanol) as compared to
that in p-HBDI-like (∼400 fs for E-3). The length and slope of
the plateau would control the motion toward the decay region.
Furthermore, it has been reported that a tiny excited state
barrier located along a torsion degree of freedom (which may
exist in E-3) may induce a biexponential decay even if there is
only a single decay channel.55 At the molecular level, the dif-
ferent extension of the S1 energy plateau can be assigned to the
gear conformation of Figure 2 present in the S0 structure of E-3
(and also found in the E form of dMe-MeO-NAIP14) which is

Table 4. Comparison of the Excited-State Lifetimes (in fs) Measured in Methanol for the Anionic p-HBDI-Like upon 350 or
400 nm Excitation and for the Cationic dMe-MeO-NAIP and MeO-NAIP Compounds upon 400 nm Excitation

anionic p-HBDI-like E-3 pumped @ 350 nm anionic p-HBDI-like E-3 pumped @ 400 nm dMe-MeO-NAIPc E MeO-NAIP E and Z

SEa: 120 (90%), 800 (10%) SEa: 100 (90%), 600 (10%) SE: 300 (85%), 900 (15%) 200d

ESAb: 120 (380 nm), 360 (420 nm) ESAb: 100 (380 nm), 430 (405 nm) ESA: 350
aA specific global analysis of the SE decay is performed on the E-3 data set spectrally restricted to the SE band (see Figure 10B and Figure S8).
bBoth ESA decay times correspond to distinct ESA bands (absorption maxima given in parentheses); see Figure 10 and Figure SI-6. cSee data and fit
in Figure SI-7. dLifetime of the vibrationally coherent S1 population; see text.

Figure 12. MeO-NHIP FC trajectories and comparison between the Z isomer of MeO-NHIP and the E isomer of p-HBDI-like. (A) Scaled-CASSCF/
6-31G* S1 FC trajectories of Z-MeO-NHIP and E-MeO-NHIP. The full circles and full squares refer to the single point CASPT2/6-31G* computations
performed along the unscaled-CASSCF trajectories and used for scaling the CASSCF energy gaps and time scales (see the Supporting Information for
details) given by the full lines. The structures along the trajectories provide information on the main geometrical evolution of the two isomers
(parameters in Å and deg). The definitions of the angle τ and bond length L are given as insets of Figure 5C. (B) S1 (red) energy profiles computed
along the MEP CASPT2//CASSCF level with a radius of 0.07 and 1.0 Å·(amu)1/2 for p-HBDI-like and MeO-NHIP, respectively. The dashed vertical
segments represent the location of the orthogonal BLA cross sections α in panel C. The energies of the CASPT2 energy minima (AC, black full circle)
and CInt’s (red full circle) are also given. (C) Comparison between the S0 and S1 energy profiles of the BLA cross sections (see also panel B) for
E-p-HBDI-like and Z-MeO-NHIP at the CASPT2 level (dashed line). The locations of the CASPT2 energy minima (AC, black full circle) and CInt’s
(red full circle) are also given. Values in parentheses refer to computed values, while values in square brackets refer to experimental values.
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absent both in Z-3 and in the Z isomer of MeO-NHIP.16 Such
an arrangement would lend a greater stability of the transient S1
planar conformations of E-3. In fact, TA spectroscopy per-
formed on a 55:45 Z/E mixture of compound 3 upon 400 nm
excitation revealed very similar data (see Figure S3), except that
the ESA decay appears slightly faster and the relative weight
of the slow SE decay component is weaker than for the pure
E isomer (see Figure S9). This indicates that the “skewed”, non-
planar conformation of Z-3 would display a faster S1 decay due to
impossibility of a geared arrangement as in E-3 (see Figure 2B).
Notice that above we have exclusively related the modeled

PESs to the relaxation of the excited state signals (SE or ESA).
However, the full reactive process would be affected by the
detailed topography of the sloped CInt. The fact that measure-
ments were carried out at room temperature and in polar
solvent rather than in the gas phase at 0 K sets a limit in the use
of the data of Figures 5 and 12 for interpreting the observed
time scales. However, the similarity in the S1 decay, including
the biexponential nature of SE or fluorescence kinetics of all
compounds, points to a similar kinetic scenario. Consistently,
Figure 12C compares the shape of E-3 and Z-MeO-NHIP
energy profiles in the gas phase in the corresponding AC
regions and along the BLA coordinate and reveals that in both
cases one has a sloped CInt. Below, using quantum mechanics/
molecular mechanics (QM/MM) calculations, we demonstrate
that the presence of a polar solvent affects both CInt topologies
(see also discussion in the Conclusions section) in a rather
predictable and similar way. This similarity is substantially due
to the common charge transfer character of the S1 states of the
anionic p-HBDI-like and the cationic MeO-NAIP switches.
Such character suggests that the solvent (e.g., methanol) may
influence the topologies of CInt’s in a similar fashion in the two
switches, thus replicating, in solution, what is described already
for the gas phase where very similar topographies have been
documented.
More specifically, the similarity between the anionic p-HBDI-

like switch and the cationic MeO-NAIP switch becomes appar-
ent when examining the CT character of their S1 states. As dis-
cussed above, upon light excitation, in the p-HBDI-like switch,
the anionic center is formally moving from the indanylidene to
the pyrrolidone unit, while in NAIPs the cationic center is
shifting from the pyrrolinium to the indanyilidene unit. There-
fore, both S1 processes are characterized by a unidirectional
transfer of electron density from the indanylidene ring to the
pyrrolidone or pyrrolinium rings. This electron density transfer
triggers the S1 BLA change/relaxation that unlocks the central
bond torsional motion. A similarity is therefore also expected
and found in the twisting mechanism which, in both switches, is
dominated by an axial, rather than precessional, rotor twisting
with respect to the axis of the isomerizing double bond.42 This
last property is in line with the optimized geometry of the
CInt’s and orientation of the BPs which appear very similar for
both switches.16

The comparison of Tables 1 and 5 provides more quan-
titative information on the evolution of the charge transfer with
respect to the stator and rotor units (i.e., across the reactive
double bond) in p-HBDI-like and MeO-NHIP switches in the
gas phase. As anticipated in the previous section, in S0, the
MeO-NHIP positive charge is localized in the pyrrolinium unit
and it gets displaced toward the indanylidene unit upon
photoexcitation (see first two entries in Table 5).15 Similarly, in
S0, the p-HBDI-like negative charge is instead partially dis-
tributed between the two cyclic units with ca. 60% of the charge

initially residing in the indanylidene moiety. In this case, a
lesser amount of charge (see first two entries in Table 1) gets
translocated to the pyrrolidone unit upon light absorption.
The difference in the computed evolution of the charge distri-
bution along the S1 isomerization coordinate of the two switches
reflects the different magnitude of these initial changes. In MeO-
NHIP, the electron density partially returns to the indanylidene
unit and then remains more or less constant up to the AC point
where 100% of the positive charge is found on the pyrrolinium
unit. This is consistent with the DIR character of the wave func-
tion at the S1 AC minimum discussed above. In the p-HBDI-like
switch, the initially translocated charge also reverts back but on
a slower time scale and magnitude until, as for MeO-NAIP, it
suddenly reverts back to a fully DIR wave function more similar
to the S0 than S1 charge distribution. This occurs, again, at a
twisted AC structure. Thus, both p-HBDI-like and MeO-NHIP
display the charge translocation process leading to a diradical
structure at AC. These results are consistent with the assignment
of the electronic structures along the S1 and S0 states along the
α cross sections of Figure 12C (i.e., the AC S1 minimum has a
“light-blue” DIR character, while at the same point the S0 state
has a “brown” CT character).

p-HBDI-Like Isomerization Mechanism in Solution.
Figure 13 reports on the FC trajectories computed for E-3 and
Z-3 in methanol solution using a QM/MM model (see the
Materials and Methods section). The trajectories provide a
description of the reactive motion occurring in a solvent glass
cavity at 0 K (see Figure 13A). More specifically, the E-3 and
Z-3 cavities have been generated via room temperature MD equil-
ibration and are therefore representative of a low temperature
solvent glass. The two trajectories describe motion toward the
corresponding S1 minima given in Figure 13B. The S1 and S0
energy profiles appear, for both isomers, qualitatively similar to
the one obtained in the gas phase. However, when comparing
Figure 13C with Figure 5C, the following differences are
immediately evident. The first difference is related to the switch
λmax values that are slightly blue-shifted with respect to the gas
phase (see Table 2). The second difference is related to the time
required to reach the S1 minima that is slightly longer for the
switch in solution with respect to the gas phase. The third and
more fundamental difference is that the intercepted minima now
correspond to degeneracy or near degeneracy regions for E-3
and Z-3, respectively (i.e., the S1−S0 energy gap at the minima

Table 5. Charge Evolution along the Trajectories of
Figure 12Aa

E-charges Z-charges

indanylidene
frag.b

pyrrolinium
frag.b

indanylidene
frag.b

pyrrolinium
frag.b

S0 FC 0.34 (0.18) 0.66 (0.82) 0.33 (0.18) 0.67 (0.82)
S1 FC 0.68 (0.18) 0.32 (0.82) 0.67 (0.18) 0.33 (0.82)
S1 30 fs 0.58 0.42 0.53 0.47
S1 60 fs 0.54 0.46 0.57 0.43
S1 90 fs 0.57 0.43 0.49 0.51
S1 120 fs 0.52 0.48 0.40 0.60
S1 150 fs 0.61 0.39 0.29 0.71
S1 AC 0.05 [0.03] 0.95 [0.97] 0.06 0.94

aWe set the CT character dominating when the indanylidene fragment
has charge ≥0.5 and the COV/DIR character dominating when the
indanylidene fragment has charge <0.5. bNumbers in parentheses
indicate the corresponding values for the REKS optimized structure
and the square brackets the values corresponding to the optimized
MECI points of Figure 11B.
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is <4 kcal/mol and therefore much reduced with respect to
the >10 kcal/mol of Figure 5C).
When considering the effect of the temperature, the tra-

jectories seem to be consistent with the experimental obser-
vations. In fact, as we will also discuss in the Conclusions, the
effect of the methanol environment transforms the AC points of
the gas-phase switch into CInt (i.e., the sloped CInt’s become
peaked), thus explaining the ultrafast decay of the switch to
S0. Also, by definition, FC trajectories describe a motion where
the only source of kinetic energy is coming from the acceleration
of the molecule along the S1 PES. Along the flat S1 PES of 3, the
relaxation must occur via an almost diffusive motion that is
expected to be faster in molecules with nonzero initial kinetic
energy (i.e., at room temperature). This would explain the longer
computed time required to reach the CInt (∼800 fs of E-3) with
respect to the observed S1 lifetime (∼400 fs). Also, notice that
the flatter S1 energy surfaces of p-HBDI-like switches with
respect to MeO-NHIP switches makes the dynamics of the first
ones more sensitive to environmental effects. This would explain
why the reported MeO-NAIP FC trajectories in methanol
solution reach the corresponding CInt’s on a time scale not too
different from those of Figure 12A and of ca. 200 fs,51 in good
agreement with experimental findings (Table 4).

■ CONCLUSIONS
Above, we have reported on the design, preparation, and
spectroscopic investigation of a novel anionic molecular switch

mimicking the electronic structure of the green fluorescent
protein chromophore but featuring the same locked framework
as cationic MeO-NAIP/MeO-NHIP switches. The facile synthesis
of 3 has promptly allowed the switch experimental character-
ization in terms of spectroscopy, photochemistry, and laser-
induced ultrafast dynamics. We have shown that the system is
photochromic and thermally stable at room temperature and that
the anionic form in methanol has E-P,R and Z-P,R λmax values
separated by ca. 10 nm. Furthermore, the photoisomerization of
both diastereomers occurs on a sub-picosecond time scale.
The above features have been tentatively rationalized by

mapping the intrinsic (i.e., gas-phase) S0 and S1 PESs and by
running S1 FC trajectory computations. The effect of the solvent
environment has also been investigated by running QM/MM FC
trajectory calculations in methanol solution. The results support
the schematic mechanism of Figure 14A (also given in Figure 6B)
starting with an evolution along a rugged and flat S1 PES corre-
sponding to a potentially emissive state (i.e., traced by an ∼200 fs
lived SE signal) of the switch. The corresponding reaction coor-
dinate is initially dominated by a BLA mode and then develops
along lower frequency modes including the torsion describing the
isomerization of the central double bond until the system reaches
a PES region characterized by an AC with ca. 90° twisted structure
(i.e., with an orthogonal configuration of the pyrrolidone and
indanyilidene rings) and with a DIR electronic character and the
negative charge localized on the indanylidene moiety. In the
gas phase, a sloped conical intersection (see the inset) is located

Figure 13. p-HBDI-like switch FC trajectories in methanol solution. (A) Structure of the QM/MM model used in the FC trajectory computations in
solution. (B) Comparison between the S0 and S1 state optimized E-P,R and Z-P,R structures in methanol solution. The values in square brakets refer
to the corresponding S0 optimized structure. The bond lengths are in Å, and the dihedrals are in deg. (C) Scaled-CASSCF/6-31G* S1 FC trajectories
for E-P,R and Z-P,R. The red and blue lines represent the S1 and S0 scaled-CASSCF energy profiles. The yellow and green lines refer to the S1 and S0
energies obtained from single point CASPT2/6-31G* computations performed along the CASSCF trajectories. The structures along the trajectories
provide information on the main geometrical evolution of the isomers (parameters in Å and deg). The definitions of the angle τ and bond length L
are given as insets.
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ca. 1 kcal/mol above the AC point (the same mechanistic picture
is obtained when using completely different quantum chemical
tools such as DFT and CASPT2//CASSCF methods).
We have also discussed how, remarkably, although compound 3

and the previously investigated MeO-NAIP/MeO-NHIP switches
have opposite charges, the photoreactivity is triggered by an
electron density translocation occurring in the same direction
along the exocyclic reactive double bond. This results in a S1
dynamics controlled by a qualitatively similar reaction coordinate
dominated, sequentially, by BLA and double bond torsion. This is
illustrated by the MeO-NHIP mechanistic scheme in Figure 14B
where a similar AC and sloped CInt is predicted in the gas phase
for both compounds. However, a major difference between the
mechanism of Figure 14A and B arises in the FC region where
after the stretching relaxation only MeO-NAIP evolves rapidly
toward the AC structure with a DIR character. Correspondingly,
the lack of an extended S1 PES would be responsible for a very fast,
early spectral relaxation in S1 in MeO-NAIP, as compared to E-3.
The reported mapped gas-phase PESs not only inform on the

intrinsic S1 kinetics and reactivity of the two switches but can
be useful to estimate the possible effects of the solvent environ-
ment allowing to rationalize, on structural bases, the experi-
mental similarity observed between p-HBDI-like and NAIPs.
Indeed, as illustrated in Figure 14C, a change in the CInt topo-
graphy from highly sloped to peaked with a consequent dis-
appearance of the AC minima is easily predicted. Such a solvent-
induced change would be substantially due to the specific S0
solvation shell that would create, in a similar way, “effective
counterions” surrounding the negatively charged oxygen in
p-HBDI-like and positively charged nitrogen in NAIP. Assuming
that during the measured sub-picosecond S0 lifetime there is not
enough time for the reorganization of the solvation shell, one can
predict a stabilization of the DIR electronic structure (where the
charges are located close to their S0 position) with respect to the
CT electronic structure. As illustrated in Figure 14C, such
stabilization would lead to a change in local topography and, most
remarkably, from a “gas-phase” sloped CInt to a “solvated” peaked

CInt. Notice that the same effect is predicted to lead to a blue-shift
of the λmax with respect to the computed gas-phase quantities.
The qualitative predictions discussed above are found to be

consistent with the experimental observations and with the
results of our QM/MM FC trajectory computations in methanol
solution (see Figure 13C) where (i) the absorption maxima are
predicted to be ca. 10 nm blue-shifted with respect to the gas
phase, due to the stabilization of the S0 state with respect to the
S1 state, and (ii) the conical intersection moves at the bottom of
the S1 PES facilitating the decay. Indeed, the difference between
the E-3 computed gas-phase λmax value and its corresponding
computed λmax values in methanol (as a reference solvent)
displays a 10 nm blue-shift due to the stabilization of the S0 state
with respect to the S1 state. Similarly, for Z-MeO-NHIP, one
finds even larger blue-shifts of 21 nm when comparing the
computed gas-phase λmax (Figure 12C) with the computed
quantity in methanol solution (377 nm).16 In the past, we also
reported that the computed S1 relaxation path for Z-MeO-NHIP
in methanol intercepted a CInt rather than an AC also
consistently with the signatures of coherent motion17,13 (similar
to those reported for bovine rhodopsin and interpreted as the
consequences of vibrationally coherent decay at a CInt producing
oscillations in the photoproduct PES).56,57 These data and our
FC trajectories in methanol suggest that in polar solvents both
E-3 and Z-MeO-NHIP intercept peaked CInt’s at the end of
their S1 relaxation paths. These predictions lead us to the expec-
tation that, at room temperature, both compounds may have
closer S1 lifetimes and product appearance times, as actually
observed experimentally in methanol.
In conclusion, compound 3 is a new biomimetic molecular

switch complementary to NAIP and other retinal chromo-
phore-like switches in terms of charge translocation and S1
kinetics. Structure 3 can in principle easily be functionalized at
the pyrrolidone N atom, thus providing anchor points for
linking such a system to a support including a biopolymer (e.g.,
protein) or a metal surface. A seemingly facile functionalization
is also possible for NAIPs but at the level of the indanyilidene
unit (see Figure 15). Indeed, N-substitution in the p-HBDI-like

Figure 14. p-HBDI-like and MeO-NHIP isomerization mechanisms. (A) Schematic representation of the photochemical reactive trajectories (full black line)
for a p-HBDI-like switch. A long plateau is entered along the S1 PES (full red line) restraining the motion toward an AC minimum and a CInt just above it.
The CInt has a sloped topography (see inset). The chemical formulas convey the idea that the majority of the S1 population has initially CT character but
along the trajectory a mixed CT/DIR and then almost 100% DIR character develops near the AC minimum (see circled region). (B) The same trajectories
for the previously investigated MeO-NHIP switch.16 In this case, the plateau providing access to the nonadiabatic decay region does not really exist and the
progression toward the AC point is faster. The evolution of the electronic character is similar (but of opposite sign) with respect to p-HBDI-like.
(C) Schematic relationship between the relative stability of the CT and DIR electronic configurations along the BLA coordinate and the topography of the
CInt in the gas phase (i.e., for the computed intrinsic p-HBDI-like and MeO-NHIP force fields) and in a polar solvent. Notice that along the vertical dashed
line the solvent effect turns the S1 minima into a CInt, as consistently found in Figure 13C. At the same time, a sloped CInt is turned into a peaked CInt.
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compound and the O-substitution on the indene ring of the
NAIPs with clickable alkyl chains are already under scrutiny in
our lab. Therefore, p-HBDI-like and NAIP photoswitches may
realistically form, when combined in a single material, the basis
for the production of systems achieving the light-driven rotation
of a negatively or positively charged rotor unit respectively
leading to light-responsive systems useful in different conditions
(e.g., pH, charge, steric hindrance of the rotor, wavelength, etc.).

■ MATERIALS AND METHODS
Synthesis. All chemicals used were of reagent grade. Yields refer to

purified products and are not optimized. Merck silica gel 60 (230−
400 mesh) was used for column chromatography. Merck TLC plates
and silica gel 60 F254 were used for TLC. 1H NMR spectra were
recorded at 400 MHz (Bruker DRX-400 AVANCE spectrometer) in
the indicated solvents (TMS as internal standard): the values of
the chemical shifts are expressed in ppm and the coupling constants
(J) in Hz. An Agilent 1100 LC/MSD operating with an electrospray
source was used in mass spectrometry experiments. The absorption
spectra were recorded with a PerkinElmer Lambda 40 in the indicated
solvent.
3-(5-Methoxy-2,2-dimethyl-2,3-dihydro-1H-inden-1-

ylidene)pyrrolidin-2-one (2). To a solution of N-Boc-2-pyrrolidi-
none (6.45 mmol, 1.20 g) dissolved in anhydrous THF (10 mL), a
1 M solution of lithium hexamethyldisilazide (LiHMDS) in anhydrous
THF (7.74 mmol, 7.74 mL) was added at −78 °C under a nitrogen
atmosphere. After 1 h, a solution of compound 1 (7.74 mmol, 1.47 g)
and BF3·Et2O (7.74 mmol, 976 μL) in anhydrous THF (8 mL) was
added dropwise. The reaction mixture was stirred at −78 °C for 3 h.
Then, NH4Cl (s.s.) was added, and the crude was extracted with
CH2Cl2. The combined organic layers were dried over Na2SO4 and
concentrated under reduced pressure. The oily residue was dissolved
in CH2Cl2 (15 mL), and trifluoroacetic acid (1.0 mL) was added.
The resulting reaction mixture was stirred at room temperature for
30 min. Then, NaHCO3 (s.s.) was added and the crude was extracted
with CH2Cl2. The residue was purified by flash chromatography on
silica gel (1:1, ethyl acetate/petroleum ether) to obtain compound 2
(1.26 g, 76%) as a pale yellow solid (8:2 mixture of E/Z isomers).
For analytical purposes, E-2 and Z-2 isomers were separated by flash
chromatography.
(E)-3-(5-Methoxy-2,2-dimethyl-2,3-dihydro-1H-inden-1-ylidene)-

pyrrolidin-2-one (E-2). 1H NMR (400 MHz, CDCl3): 1.57 (m, 6H,
HA), 2.95 (s, 2H, H3), 3.19 (t, 2H, J = 6.6, H4′), 3.48 (t, 2H, J = 6.6,
H5′), 3.84 (s, 3H, HB), 6.77−6.88 (m, 2H, H4 and H6), 7.44 (d, 1H, J =
8.4, H7).

13C NMR (100 MHz, CDCl3): 27.4 (CA), 32.2 (C4′), 39.5
(C5′), 45.1 (C2), 50.9 (C3), 55.3 (CB), 109.5 (C4), 113.2 (C6), 120.1
(C3′), 127.5 (C7), 133.9 (C7a), 149.6 (C3a), 156.9 (C1), 160.8 (C5),
172.4 (C2′). NOE experiments showed contacts between H4′ (t, δ =
3.19) and H7 (d, δ = 7.44). MS (ESI): m/z 280.0 (M + Na+).
(Z)-3-(5-Methoxy-2,2-dimethyl-2,3-dihydro-1H-inden-1-ylidene)-

pyrrolidin-2-one (Z-2). 1H NMR (400 MHz, CDCl3): 1.31 (m, 6H,
HA), 2.82 (s, 2H, H3), 3.08 (t, 2H, J = 6.6, H4′), 3.44 (t, 2H, J =
6.7, H5′), 3.81 (s, 3H, HA), 6.69 (s, 1H, H4), 6.75 (dd, 1H, J = 2.4, 8.9,
H6), 8.61 (d, 1H, J = 8.9, H7).

13C NMR (100 MHz, CDCl3):
26.6 (CA), 28.3 (C4′), 39.6 (C5′), 47.1 (C2), 49.3 (C3), 55.2 (CB),
108.8 (C4), 112.3 (C6), 119.8 (C3′), 130.9 (C7a), 131.1 (C7), 148.4
(C3a), 155.9 (C1), 160.6 (C5), 173.0 (C2′). NOE experiments showed

contacts between H4′ (t, δ = 3.08) and HA (m, δ = 1.31). MS (ESI):
m/z 280.0 (M + Na+).

3-(5-Hydroxy-2,2-dimethyl-2,3-dihydro-1H-inden-1-
ylidene)pyrrolidin-2-one (3). To a solution of compound 2 (0.10 g,
0.39 mmol) in dichloromethane (10 mL) cooled to 0 °C was added
dropwise a solution (1 M in CH2Cl2) of BBr3 (3.9 mL, 3.9 mmol).
The resulting mixture was stirred for 3 h at room temperature. Then, a
saturated NaHCO3 solution was added until the gas evolution ceased.
The reaction mixture was extracted with dichloromethane, and the
organic layer was dried over sodium sulfate and evaporated under
reduced pressure. Purification of residue by flash chromatography with
petroleum ether-ethyl acetate (1:1) as the eluent gave pure compound
3 (0.90 g, yield 89%) as a pale yellow solid (8:2 mixture of E/Z
isomers). E-3 and Z-3 isomers were separated by flash chromatography
using petroleum ether-ethyl acetate (8:2) as the eluent. The fast
concentration under reduce pressure at 45 °C of the column frac-
tion containing E-3 provided the pure (>97%) compound which was
crystallized from a mixture of CH2Cl2/methanol (9:1). Instead,
concentration under reduced pressure at 45 °C of the column fraction
containing Z-3 provided the Z/E mixture (55/45) used in the TAS
study. For analytical purposes, a pure (>97%) sample of Z-3 was
obtained by evaporating the column fractions with a gentle stream of
nitrogen.

(E)-3-(5-Hydroxy-2,2-dimethyl-2,3-dihydro-1H-inden-1-ylidene)-
pyrrolidin-2-one (E-3). 1H NMR (400 MHz, CD3OD): 1.51 (m, 6H,
HA), 2.86 (s, 2H, H3), 3.12 (t, 2H, J = 6.7, H4′), 3.42 (t, 2H, J = 6.7,
H5′), 6.68 (s, 1H, H4), 6.70 (dd, 1H, J = 2.2, 8.6, H6), 7.40 (d, 1H, J =
8.6, H7).

1H NMR (400 MHz, DMSO-d6): 1.45 (m, 6H, HA), 2.79
(s, 2H, H3), 3.00 (t, 2H, J = 6.4, H4′), 3.27 (t, 2H, overlap with H2O,
H5′), 6.60−6.74 (m, 2H, H4 and H6), 7.33 (d, 1H, J = 8.4, H7), 7.71
(brs, 1H, OH), 9.70 (br s, 1H, NH). 13C NMR (100 MHz, CD3OD):
28.0 (CA), 32.2 (C4′), 40.8 (C5′), 46.0 (C2), 51.9 (C3), 112.3 (C4),
115.3 (C6), 121.0 (C3′), 129.1 (C7), 133.9 (C7a), 150.7 (C3a), 158.6
(C1), 160.4 (C5), 174.5 (C2′). NOE experiments showed contacts
between H4′ (t, δ = 3.12) and H7 (d, δ = 7.40). MS (ESI): 266.0 m/z
(M + Na+).

(Z)-3-(5-Hydroxy-2,2-dimethyl-2,3-dihydro-1H-inden-1-ylidene)-
pyrrolidin-2-one (Z-3). 1H NMR (400 MHz, CD3OD): 1.30 (m, 6H,
HA), 2.77 (s, 2H, H3), 3.07 (t, 2H, J = 6.6, H4′), 3.40 (t, 2H, J = 6.6,
H5′), 6.56 (dd, 1H, J = 2.4, 8.7, H6), 6.60 (s, 1H, H4), 8.32 (d, 1H, J =
8.7, H7).

1H NMR (400 MHz, DMSO-d6): 1.22 (m, 6H, HA), 2.70
(s, 2H, H3), 2.93 (t, 2H, J = 6.6, H4′), 3.24 (t, 2H, J = 6.5, H5′), 6.49
(dd, 1H, J = 2.2, 8.7, H6), 6.55 (s, 2H, H4), 7.73 (br s, 1H, OH),8.54
(d, 1H, J = 8.7, H7), 9.53 (br s, 1H, NH). 13C NMR (100 MHz,
CD3OD): 27.0 (CA), 29.4 (C4′), 40.9 (C5′), 48.3 (C2), 50.2 (C3),
111.5 (C4), 114.3 (C6), 120.7 (C3′), 131.1 (C7a), 132.0 (C7), 150.0
(C3a), 158.0 (C1), 159.9 (C5), 175.1 (C2′). NOE experiments showed
contacts between H4′ (t, δ = 3.07) and HA (m, δ = 1.30). MS (ESI):
266.0 m/z (M + Na+).

Photoisomerization Quantum Yields. Absorption spectra were
recorded on a PerkinElmer - Lambda 800 spectrophotometer. The sample
was irradiated using a xenon lamp equipped with a monochromator for the
selection of the excitation wavelength (315 or 350 nm). A potassium
ferrioxalate solution was used as an actinometer to determine the light
source intensity at the different excitation wavelengths. The chromato-
graphic analysis was performed using a Waters apparatus equipped with a
Lux cellulose 1 column and a UV−vis diode array detector. The protocols
followed for the quantum yield measurement of the neutral and anionic
forms of E-3 are also reported in refs 58 and 46, respectively.

Transient Absorption Spectroscopy. Transient absorption
spectroscopy (TAS) was performed at two distinct excitation
wavelengths of 350 nm (at the maximum of the absorption band)
and of 400 nm (for minimum excess vibrational energy). The 350 nm
pump pulse is produced by a commercial OPA followed by a
frequency mixing stage (TOPAS, Light conversion) and pumped by
the fundamental 800 nm pulse of an amplified laser system (Amplitude
Technologies) operating at 5 kHz. This TA experiment achieves an
∼80 fs time resolution. Another TA experiment is performed with
a recently built setup59 producing a broadband 400 nm pulse. An-
other amplified Ti:Sa laser system (Amplitude Technologies) is used,

Figure 15. Schematic representation of functionalized complementary
NAIP and p-HBDI-like photoswitches.
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generating 40 fs, 3 mJ pulses centered at 810 nm with a repetition
rate of 1 kHz. In short, nonlinear propagation of about 1 mJ of that
fundamental pulse inside a hollow fiber filled in with neon (commercial
system by Imperial College Consultants) induces large spectral broad-
ening and yields a red to infrared, sub-7 fs pulse after recompression
with a set of chirped mirrors. Type II sum frequency mixing of the sub-7
fs pulse with the fundamental 40 fs pulse yields the 400 nm pulse
displayed in Figure S10. This 400 nm pulse is used without any further
recompression as a pump beam and provides TA data with sub-30 fs
time resolution. In both experiments, the probe pulse is a white light
supercontinuum generated in CaF2 with the 800 nm fundamental pulse
(at 5 or 1 kHz, in either setup).
Both pump and probe beams are focused into a 0.2 mm thick quartz

flow cell containing the sample in solution. A peristaltic pump is used
to circulate the sample so as to refresh it between successive excitation
laser shots. TAS is performed on methanol solutions of compound 3
in excess of KOH. Three experiments are performed, on the >97%
pure E isomer with (i) 400 nm and (ii) 350 nm excitation wavelength
and (iii) on a 55% Z/45% E mixture of both isomers, with 400 nm
excitation wavelength. The sample absorbance at 350 nm is 0.6 over
the 0.2 mm thickness of the flow cell in all TAS experiments. Taking
into account the spectral overlap between the 400 nm pump laser
spectrum and the absorption spectrum of each isomer (see Figure S8),
we conclude that, in a mixture of both isomers, the excitation
probability of the Z isomer is about twice as much as that of the
E isomer.
All TAS data presented here (see 2D maps in the Supporting

Information) are postprocessed in order to compensate for the group
velocity dispersion in the probe beam so as to define accurately the
time zero (within ±20 fs) at all wavelengths. At very early times, the
nonlinear interaction of pump and probe beams in the solvent and
cuvette generates a time- and wavelength-dependent signal (see
ref 60), sometimes called “coherent artifact”. The latter is recorded
separately in pure solvent and subtracted to the data recorded on
solutions of compound 3. With the more intense 400 nm pump pulse
(see next paragraph), the artifact does not perfectly cancel out, and
kinetic traces remain spoiled at very early times by that “solvent”
signal. Therefore, the fits of kinetic traces only start after 50 fs.
All experiments are performed within the linear regime of excitation.

More precisely, in the 350 nm pumped experiment, the probe beam
diameter is ∼60 μm, while the pump is ∼100−120 μm in diameter and
36 nJ in pulse energy (180 μW at 5 kHz repetition rate). With the
extinction coefficient of E-3 being ∼23 000/M/cm (see Figure 7A),
the Beer−Lambert law predicts that the maximum excitation
probability is therefore ∼5%. With the 400 nm pumped experiment,
the pump and probe beam diameters are, respectively, ∼250 and
∼140 μm. The column-averaged excitation probabilty is ≤1%, given by
the ratio between the early bleach signal at 350 nm, estimated in
Figure 9B to be 3−5 mOD (uncertain because of the ESA band partial
overlap), and the absorbance of 600 mOD of the sample in the flow
cell. This second estimate confirms the ∼5 times higher excitation
propobability estimated with the 350 nm pump, since the TA signal is
indeed 4−5 times larger in Figure 9A. Finally, since the absorbance of
compound E-3 is ∼25 times stronger at 350 nm than at 400 nm, the
400 nm pulse fluence must be ∼5 times larger to achieve 5 times
weaker excitation probability, resulting in a much more intense coherent
artifact, relative to the compound signal.
Computations. Computational work was performed using the

REKS and SI-SA-REKS methods (see ref 37 and references cited
therein). The methods employ ensemble density functional theory and
are capable of delivering results matching the accuracy of high-level
multireference ab initio wave function methods, such as MRCISD and
XMCQDPT2, when describing ground (REKS) and excited (SI-SA-REKS)
state PESs and conical intersections of large molecular systems. The capa-
bilities of the SI-SA-REKS method were demonstrated in direct comparison
with the results of the most accurate multireference ab initio wave function
method, MRCISD, carried out for a wide range of organic and biological
chromophores and conical intersections.61,62

In the present work, the REKS and SI-SA-REKS (in the following,
abbreviated to SSR) methods are employed in connection with the long-

range corrected LC-ωPBE63−65 density functional and the 6-31G*
basis set66 augmented by the diffuse functions on the N and O atoms.
The SSR-LC-ωPBE/6-31(+)G* and RE-LC-ωPBE/6-31(+)G* calcula-
tions were carried out in the gas phase.

In the ground electronic state, the geometries of all stationary points
were located using the RE-LC-ωPBE/6-31(+)G* method. The vertical
excitation energies at the optimized S0 geometries were subsequently
calculated using the SSR-LC-ωPBE/6-31(+)G* method (see the FC
points in Figure 3). This computational protocol yields accurate
vertical excitation energies consistent with correlated methods such as
MRCISD+Q, as was demonstrated in previous works,62,67 Mapping
of the ground and excited state PESs along the torsional reaction
coordinate was carried out by a relaxed scan along the C2′−C3′−C1−C7a
dihedral angle using the SSR-LC-ωPBE/6-31(+)G* method. During the
scan, the geometries were optimized for the averaged (i.e., S0 + S1) state
by constraining the C2′−C3′−C1−C7a dihedral angle to specific values
incremented through steps of 10°. The energies of the S0 stationary points
obtained in the scan match the respective energies obtained in the ground
state RE-LC-ωPBE/6-31(+)G* geometry optimizations within less than
2 kcal/mol.

The MEP and excited state trajectories necessary to investigate the
isomerization mechanism are computed at the CASSCF level of theory
with a 12 electrons in 11 π-orbitals active space (the nitrogen lone pair
is excluded) similar to the active space adopted for other HBDI-like chro-
mophores.38,39 In order to check for consistency with the SI-SA-REKS
level, CASPT2//CASSCF/6-31G* single point computations have been
carried out along both the MEPs and the trajectories to reevaluate the
energy profiles. As originally done for the NAIP photoswitches, the
CASPT2 calculations have been carried out using a three-root state
average zero-order CASSCF wave function (with the IPEA = 0 parameter).
The SI-SA-REKS level computations have been carried out with the
COLOGNE12 suite of programs.68 The CASSCF and CASPT2 compu-
tations have been carried out with MOLCAS 7.8.

The study of the molecular switch in a solvent environment was per-
formed following a procedure presented in Melloni and co-workers51

and is described here. To construct the model of the switch in a solvent,
the ground state optimized chromophore in the gas phase was em-
bedded in the center of a cubic box of size 39.75 × 39.75 × 39.75 Å3

containing methanol. The chromophore was kept frozen, and the
solvent system was minimized at the molecular mechanics (MM) level
by 1000 conjugate-gradient minimization steps with periodic boundary
conditions. The nuclear charges of the chromophore atoms for this
purpose were computed using the electrostatic potential fitted method
(ESPF) at the CASSCF 6-31G* level of theory using MOLCAS
computer software.69 The minimized solvent system was relaxed using a
molecular dynamic simulation while keeping the chromophore fixed.
This was done within the isothermal−isobaric NPT ensemble at 1 atm
pressure and 298 K temperature. The construction of the solvent box,
solvent minimization, and the relaxation were performed using the
GROMACS computer package.70,71 The generalized Amber force field
(GAFF) parameters for the chromophore were generated using the
ANTECHAMBER software package72,73 and were used for the mole-
cular mechanics calculations throughout this work. Then, a QM/MM
model was defined for the solvent system (see Figure 12). In this model,
the chromophore and the solvent are treated at the QM and MM levels,
respectively. The solvent molecules located within 4.5 Å of any QM
atom were allowed to move during the computations, and the rest was
kept frozen. The chromophore was reoptimized in its ground and excited
states employing a CASSCF/6-31G*/AMBER protocol with an active
space comprised of 12 electrons in 11 orbitals. A Franck−Condon trajec-
tory was also propagated for 1 ps. All the QM/MM calculations were
carried out by coupling MOLCAS to the TINKER software package.74
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■ NOTE ADDED IN PROOF
At the reviewing stage a computational work75 by Thiel and
coworkers was published on-line. The work describes a
5-(4-para-hydroxybenzylidene)-2,3-dimethyl-3,5-dihydro-4H-
imidazol-4-one (p-LHBDI) molecular switch more directly
related to the GFP fluorophore than our p-HBDI-like switch.
However, the paper only concerns the neutral form of the
switch (not the ionic form) and focuses on the o-LHBDI regio-
isomer. The synthesis of p-LHBDI was reported earlier76 and is
different from the one reported here for p-HBDI-like. On the
other hand, we note that the spectroscopic characterization of
both the neutral and anion forms of o-LHBDI76 in ethanol and
p-HBDI-like in methanol show similar absorption properties
but a longer excited state lifetime of the o-LHBDI anion.
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